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Abstract Following the increase in use of smart devices, various real-time environ-
mental information becomes available everywhere. To provide more context-aware
information, we also need to know emotion and a satisfaction level in a viewpoint of
users. In this paper, we define it as “a user satisfaction impact (USI)” and propose a
method to estimate USI by combining dialogue features and physical reaction fea-
tures. As dialogue features, facial expression and acoustic feature are extracted from
multimodal dialogue system on a smartphone. As physical reactions, head motion,
eye motion, and heartbeat are collected by wearable devices. We conducted the pre-
liminary experiments in the real-world to confirm the feasibility of this study in the
tourism domain. Among various features, we confirmed that eye motion correlates
with satisfaction level up to 0.36.

1 Introduction

With the spread of smart devices including smartphones and wearable devices, var-
ious environmental information becomes available everywhere. To provide more
context-aware information, the user status needs to be taken into account as well,
since the emotional status or satisfaction level differs across different users and even
for the same user during a certain period of time. For example in an urban environ-
ment, the situation of “congested” at the event venue can be regarded as “exciting.”
On the other hand, it is nothing other than a situation of “hindering the passage” on
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the road. The aim of our research is to combine context with inter- and intra-user
status information and to integrate this information in an end to end prototype for
intelligent user companion and smart environment.

Actually, there are many related projects that try to estimate emotion/satisfaction
level of the people with various methods [1, 7, 8]. However, many of those have
restrictions (e.g., data comprehensiveness, accuracy) for applying to the real-world,
and did not describe predicting future emotion/satisfaction level.

In this study, we define “a user satisfaction impact (USI),” and propose the
method to estimate USI. This method uses physical reaction features (head mo-
tion, eye motion, and heartbeat) collected by wearable devices, in addition to dia-
logue features (facial expression and acoustic feature) extracted from the conver-
sation with multimodal dialogue system on a smartphone. Moreover, it builds the
USI model using the urban environmental data simultaneously gathered by sensors
embedded in the users’ device.

We conducted preliminary experiments in the real-world to confirm the feasibil-
ity of this study in the tourism domain. As a result, we found the correlation up to
0.36 between satisfaction level and eye gaze data. Accordingly, we confirmed there
is a possibility that physical reaction features can be used for estimating USI. In fu-
ture research, we will derive new features based on raw features and deploy system
for time-continuous estimation of user satisfaction utilizing deep recurrent models.

2 Related work

Resch et al. proposed an emotion collecting system, called “Urban Emotions,” for
urban planning [8]. The paper describes that wrist-type wearable device and social
media were used for emotion measurements. However, this approach relied on as-
suming that posts on the social media are written in-situ.

An emotion recognition system based on acoustic features via a dialogue system
on a mobile device has been proposed in [7]. Actually, the method is based only on
the audio features from mobile devices and has not yet achieved a realistic accuracy.

In the tourism domain, the significant part of the research adopts a questionnaire-
based survey for measuring the tourist satisfaction [1]. However, methods relying on
questionnaires have problems in sustainability and spatial coverage of the survey.

Furthermore, most of the related work did not describe predicting future emo-
tion/satisfaction level. However, we need to make the contents based on not only
the estimation but also on the prediction of them.

3 Concept of Estimating User Satisfaction Impact (USI)

We define the emotion/satisfaction level affected by the urban environment as “a
user satisfaction impact (USI).” Fig. 1 shows the concept of the method for estimat-
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Fig. 1 Concept of User Satisfaction Impact (USI) Estimating Method

ing USI. This method yields the following three important steps and challenges:

1. Estimating the USI (emotions, satisfaction level) from users.
2. Building the USI model with urban environmental data and USI.
3. Predicting the future USI using the built model and observed environmental data.

To estimate the USI from users (the first challenge), we focused on the fusion
of features including “physical reaction features” in addition to dialogue features
(facial expression and acoustic features) extracted from the conversation with a
multimodal dialogue system. Physical reaction features include head motion, eye
motion, heartbeat and others that can be implicitly collected by using wearable de-
vices. Collected data then divided into the small periods those include fusion of
features, called “session,” and USI is estimated for each session. This USI data of
the city is generated as the spatial map shown in Fig. 1-(a). In the second and third
challenge (Fig. 1-(b)), it continuously collects the spatial USI map and urban envi-
ronmental data, and builds the USI model using the collected spatio-temporal data.
These urban environmental data can be obtained by participatory sensing approach
using sensors embedded in user devices [4]. Finally, it predicts the USI status of
next period with USI model using the current urban environmental data as input.

As the use case, we especially focused on the “tourism” area. There is an in-
creasing “smart tourism” that utilizes traditional tourist information and real-time
tourist information such as congestion degree and event holding situation, thanks to
the sensor network, participatory sensing and others [3, 5].

In such kind of use cases, the USI estimating method works effectively. Fig.
2 shows the concept of our USI-based tourist guidance system. The system col-
lects the feedbacks (emotions, satisfaction level) from tourists through multimodal
dialogue and physical reactions sensing. Then, it builds/updates the satisfaction
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Fig. 2 USI-based Tourist Guidance System

model with the feedbacks and guide information (the guide information includes
traditional/real-time tourist information). Finally, the guide information is regener-
ated in consideration with the USI predicted by real-time features.

4 Features

Recent research in the field of emotion recognition focused on expanding the range
of used modalities from traditional (audio, visual) to new, more complex ones. One
of the most popular direction in this area relates to physiological features [9, 2, 10].
They can be separated into several groups: heart-related (electrocardiogram, heart-
beat), skin- and blood-related (electro dermal activity, blood-pressure), brain-related
(electroencephalography), eye-related (eyes gaze, pupil size) and movement-related
(gestures, gyroscopic data). Some of the features are easily covered in the real-life
conditions, e.g., heartbeat and skin response can be collected by smart watches and
other wearable devices; other can be measured only in the laboratory environment,
e.g., electroencephalography; and some of them can be hard to use in real-life sce-
nario at the moment, but it may become much easier in the nearest future, e.g.,
eye-movement with wider usage of smart glasses.

In the context of our study, we used four devices to record the features in real-
time: smartphone Asus Zenfone 3 Max ZC553KL (GPS-data, accelerometer data,
gyroscope, magnetic field, short videos from frontal camera and integrated micro-
phone), smart band Xiaomi MiBand 2 (heartbeat), mobile eye tracking headset Pupil
with two 120 Hz eye cameras (eyes gaze, pupil features) and sensor board SenStick
[6] mounted on an ear of eye tracking device (accelerometer, gyroscope, magnetic
field, brightness, UV level, air humidity, temperature, air pressure).
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Fig. 3 Maps of tourist satisfaction (a) and emotions (b) during the city tour

5 Experiment

We conducted preliminary experiments in real-world conditions to confirm the cor-
relation between the data obtained from wearable devices and the user’s emotion.
Six participants were asked to make a short (approximately 1.5 km) sightseeing tour
in the city center of Ulm, Germany. Fig. 3 shows the touristic route of this study with
satisfaction level and emotion labels. Participants should have visited 8 sightseeing
spots and rate each one afterwards using two scales: satisfaction level from 0 (fully
unsatisfied) to 20 (fully satisfied) and the most relevant emotion from the follow-
ing list: excited, pleased, calm/relaxed, sleepy/tired, bored/depressed, disappointed,
distressed/frustrated, afraid/alarmed or neutral. They also recorded a short video for
each sightseeing spot describing their impression using their native language. Each
recording contains 8 sessions and has a duration of about 1 hour. For some partici-
pants, one or several sets of features can be missing due to technical problems.

Using raw features we have found correlations between some of the eyes gaze
and pupil features and both satisfaction and emotion labels. The most correlated
features are: pupil diameter (correlation up to 0.21), projection of pupil sphere (up
to 0.26) and eye center in 3-dimensional representation (up to 0.36). Raw features
can be used in further research as a basis for deriving new features, e.g., gaze be-
havior in a context of several seconds can be obtained from raw eyes gaze features.
Additionally, raw features can be used in deep recurrent model to build a hierarchy
of feature maps, whose will be used for further analysis.
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6 Conclusion

In this study, we proposed a user satisfaction impact (USI) estimating method based
on dialogue features and physical reaction features. A typical use case of such an
approach is gathering tourist satisfaction during a city tour. In our preliminary ex-
periments on this topic, we used several sensors and have found a correlation be-
tween raw eyes-related features (eyes gaze, pupil size) and tourist satisfaction and
emotions. This proves the potential feasibility of building such system. In future re-
search, we will derive new features based on raw features. This will be helpful to
build deep recurrent models.
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