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Abstract Mental health significantly affects people, with excessive stress potentially causing depression, low productivity,
and suicidal thoughts. It can also harm physical health, impacting appetite and sleep, and may lead to other diseases. In most
cases, individuals do not notice stress buildup until their health severely deteriorates. Thus, daily monitoring of stress levels is
essential. In this study, we aim to realize a method to estimate people’s distress levels in everyday life through conversation with
a smart speaker. We set up a smart speaker in the bedrooms of participants to simulate a home environment and recorded their
interactions with it using a webcam. These recordings allowed us to analyze facial expressions, voice, and heart rate data. We
processed these features and predicted levels of Happiness, Depression, and Anxiety. Participants completed questionnaires
using the Depression and Anxiety Mood Scale (DAMS) after each session, providing emotion labels with scores from 0 to 18.
In a 14-day experiment involving seven participants aged 22-24, the MAE for Happiness, Depression, and Anxiety levels were
2.04, 2.59, and 2.31, respectively, while the RMSE for these distress levels were 2.63, 3.20, and 2.91.
Key words distress, happiness, anxiety, depression, stress, audio-visual, heart rate, multimodality, smart speaker, DAMS.

1. Introduction

In recent years, the shift from office-based to remote work has
become more prevalent. By 2023, 12.7% of full-time employees
work from home, with 28.2% in a hybrid model. Tokyo has seen
over half of its businesses adopt remote work, a significant increase
from less than 30% pre-COVID-19, maintaining a rate above 50%
by the end of 2022. While remote work reduces physical health
risks associated with outdoor jobs, concerns about the psychologi-
cal well-being of workers have escalated. Issues like psychological
stress and depression are increasingly prominent due to the indoor
office environment. Psychological conditions, unlike physical ill-
nesses, develop gradually and are harder to detect early on. Despite
research on various treatments [1], the subtle nature of mental health
conditions makes early detection challenging, highlighting the need
for early prevention and intervention.

The study focuses on monitoring daily emotional distress indica-
tors in users to help them understand their mental state. It utilizes
facial expressions, acoustic information, and heart rate to measure
sadness, depression, and anxiety levels in participants. Data is
collected in the participants’ homes to ensure comfort and gather
authentic data. Smart speakers, common in households for provid-
ing information and aiding in health and education, will be a central
tool in this experiment. These devices, used briefly and frequently
by various age groups, will be employed to record and analyze com-
munication patterns with participants.

In our study, we gathered 40-second video recordings of 7 indi-
viduals interacting with a smart speaker for 14 days. We extracted
facial expressions, voice, and heart rate features from these videos.
Using Random Forest and LightGBM Regression Models, we pre-
dicted changes in Happiness, Depression, and Anxiety levels. The
labels, ranging from 0 to 18, were based on the Depression and Anx-
iety Mood Scale (DAMS) questionnaires completed post-recording.
We evaluated our models using 10-Fold Cross Validation, Leave-
Person-Day-Out Cross Validation and Leave-One-Day-Out Cross
Validation, assessing accuracy with Mean Absolute Error (MAE)
and Root Mean Squared Error (RMSE). The lowest MAE scores
for Happiness, Depression, and Anxiety were 2.04, 2.59, and 2.31,
respectively, while the lowest RMSEs were 2.63, 3.20, and 2.91.

2. Related Work

To predict the categories of emotions such as stress, anxiety, and
happiness, many studies have used different methods to improve ac-
curacy. Considering the following experiment procedure and model
training, we categorize these diverse studies based on three distinct
focal points for discussion. In Section 2.1, we list some of the studies
focusing on the utilization of audio-visual data to predict emotions.
Moving on to Section 2.2, we explore how previous studies obtained
physiological signal information and how to utilize its representa-
tions. In Section 2.3, we summarize the problems in these related
works and explore suitable research approaches.
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2. 1 Emotion Recognition Using Visual Data
Facial expression is one of the features commonly used to ana-

lyze emotion or stress levels due to their ability to convey nuanced
non-verbal cues. Analyzing visual content enhances the depth and
accuracy of emotional assessment, making it a valuable resource
in psychological research. Mohammad Soleymani et al. utilized
the MAHNOB-HCI database, employed face tracker technology to
detect landmarks from features, and achieved the highest accuracy
on the LSTM model [2]. Dagar et al. introduces needs and appli-
cations of facial expression recognition, gives a brief introduction
towards techniques, applications, and challenges of automatic emo-
tion recognition system [3]. In their framework, they have adeptly
utilized frames extracted from live streaming, applying an advanced
Grabor feature extraction technique. This is further coupled with a
sophisticated Multi-Layer Perceptron (MLP) neural network. And
Mehmet Akif Ozdemir et al. propose a low-cost and functionality
method for real-time classification of seven different emotions by fa-
cial expression based on LeNet CNN architecture [4]. They merged
3 datasets (JAFFE, KDEF, and their custom dataset) and achieved
an accuracy of 96.43% and validation accuracy of 91.81% for the
classification of 7 different emotions through facial expressions by
their CNN model-based LeNet architecture.

2. 2 Emotion Recognition Using Audio Data
Audio, much like facial expressions, plays a crucial role in emo-

tion and stress level analysis due to its capacity to convey subtle
verbal and non-verbal nuances. For example, Spectrogram [5] vi-
sually represent the timbre, pitch, and rhythm of a voice, transform
audio signals into visual data, revealing patterns and intricacies in
spoken language that are key to identifying emotional states. This
makes it an important tool for the analysis of emotional states and
levels. Popova et al. consider and verify a straightforward approach
in which the classification of a sound fragment is reduced to the
problem of image recognition, and the waveform and spectrogram
are used as a visual representation of the image [6]. The experiment
was done based on the Radvess open dataset, including 8 different
emotions, and half of which are negative emotions, then used the
VGG-11 convolutional neural network as the image classifier. The
result of this experiment was 71% instead of 12.5% accuracy for a
random choice.

2. 3 Emotion Recognition Using Physiological Signal
In addition to facial expressions and audio data, physiological sig-

nals like heart rate variability (HRV) and electrocardiogram (ECG)
patterns are crucial in predicting the categories of emotions or emo-
tional indices. HRV and ECG waveform can detect subtle emotional
changes, often imperceptible to the naked eye. This objective data
offers a reliable basis for emotional analysis. To analyze physiolog-
ical signals obtained from various devices or sensors, Santamaria-
Granados et al. employed a deep learning approach using a Deep
Convolutional Neural Network (DCNN) [7]. Their study focused on
a dataset of physiological signals, specifically the AMIGOS dataset.

The detection of emotions in their study is achieved by correlating
these physiological signals with the arousal and valence data from
this dataset, aiming to classify the affective state of a person accu-
rately. Their model demonstrated an impressive accuracy of 0.76 for
Arousal, outperforming other models such as MESAE, traditional
DNN, and CNN. Sriramprakash et al. focused on utilizing heart rate
and Galvanic Skin Response (GSR) information to extract features
indicative of stress levels in working individuals [8]. They applied
K-Nearest Neighbour (KNN) and Support Vector Machine (SVM)
algorithms to classify the extensive open dataset SWELL-KW. Their
results showed accuracies of 66.52% and 72.82%, respectively.

The studies mentioned above used public datasets with different
kinds of sensors to track things like the participants’ heart signals
or heartbeat counts. Some of these studies used sensors that peo-
ple had to wear close to their bodies for a long time. It made the
participants uncomfortable and less interested in being part of the
experiment, and also complicated research requiring frequent daily
data collection.

2. 4 Research Directions
The issues presented in the above-mentioned related work mainly

focus on the experiments and their data collection or environment.
The following items are the key points that we would like to empha-
size in the experiment of this study:
• Simple experimental conditions

• A familiar activity space for participants

• Short-time data collection

• Aligning with participants’ daily activities

Regarding the solution of the items shown above, we describe it in
more detail in the proposed method.

3. Proposed Method

The purpose of this study is to enable individuals to monitor
changes in their distress levels. To achieve this, we intend to cre-
ate a system capable of collecting audio-visual data from interac-
tions between individuals and smart speakers in their daily lives.
The flowchart in Fig. 1 illustrates the process, with the environment
setup as well as data collection at the top, data processing and feature
extraction in the middle, and computation of results using various
machine learning models at the bottom. We will explain each step
in the following subsections.

3. 1 Assumed Environment and Data Collection
The study was conducted in participants’ private rooms, chosen for

their ability to elicit more authentic emotional expressions at home.
This also simplified the experimental setup by avoiding the need for
a fixed external location. Participants were given the freedom to
choose the content and timing of their conversations, unlike con-
trolled experiments with designated videos or structured dialogues.
This approach enhanced comfort and authenticity in emotional ex-
pression. Smart speakers, useful in health and education [9]～[11],
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Fig. 1: Process of Data Analysis

were central to the study, providing daily information and being user-
friendly across age groups [12], [13]. A web camera was installed
near the smart speaker to capture the participants’ interactions, with
each session lasting 40 seconds to cover around two question-answer
exchanges. This brief recording duration was chosen to maintain
participant comfort and encourage their willingness to participate.

3. 2 Feature Extraction
In this subsection, we discuss the extraction of features for differ-

ent modal types (face expression, audio, heart rate), respectively.
3. 2. 1 Face Expression Feature
For the face expression, we utilized the OpenFace toolkit, an

open-source tool for facial behavior analysis presented by Tadas
Baltrusaitis et al., useful for computer vision, machine learning,
and affective computing. OpenFace specializes in facial landmark
detection, head pose estimation, facial action unit recognition, and
eye-gaze estimation. For our study, we focused on extracting 6 eye-
gaze and 23 facial action unit features, like Inner Brow Raiser and
Blink, from 40-second video clips. Additionally, we calculated the
mean and standard deviation of these 29 features.

3. 2. 2 Acoustic Feature
For the acoustic features in the video clips, we use the OpenS-

MILE open-source tool for the extraction presented by Florian Ey-
ben et al.. It unites feature extraction paradigms from speech, music,
and general sound events with basic video features for multi-modal
processing [14]. We choose extended Geneva Minimalistic Acous-
tic Parameter Set (eGeMAPS) [15] as the feature set, which contains
a total of 88 parameters. Because the webcam captures both the
participant’s voice and that of the smart speaker during recordings.
We employed an open technique by using Librosa to separate human
voice and smart speaker’s voice. As shown in the spectrogram in
Fig. 2, there are noticeable distinctions between the waveforms of
human voices and the audio from the smart speaker. The latter ex-
hibits a more regular waveform pattern, with a frequency that does
not dip below 100 Hz. We exclude the segments of sound originat-

Fig. 2: Vocal Separation

Fig. 3: Heart Rate Segmentation

ing from the smart speaker, retaining only the human vocal data for
training OpenSMILE.

3. 2. 3 Heart Rate
Unlike common heartbeat extraction methods using skin-close

sensors or smartwatches, our study employs non-contact heart
rate measurement using remote photoplethysmography (rPPG) [16],
which is more convenient for participants than wearing sensors.
We use the Eulerian Video Magnification (EVM) technique [17] for
heart rate estimation [18]. EVM, applied to RGB video, amplifies
subtle skin color changes due to blood flow variations, enabling non-
contact, unobtrusive heart rate monitoring. To analyze the heart rate
dynamics in a 40-second video using rPPG, we employed a slid-
ing window method, breaking the video into overlapping 8-second
segments, shown in Fig. 3. This allowed us to observe changes in
the heart rate signal over time. We then extracted various statistical
features, like standard deviation and root mean square, from these
segments. A comprehensive list of the 49 features is in Table 1.
Combining the 58 features from face expression and the 88 features
from voice, we have a total of 195 feature dimensions.

3. 3 Machine Learning Model
This paper discusses using two regression models, including Ran-

dom Forest Regression (RFR) and Light Gradient Boosting Machine
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